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REVIEW AND ANALYSIS OF METHODS OF RECONSTRUCTION
AND MATHEMATICAL DESCRIPTION OF CT IMAGES

Computed tomography is one of the main tools in medical diagnostics, providing detailed images of the
internal structures of the body. Due to its ability to visualize organs, tissues, and bones in high resolution,
CT plays a critical role in the detection and monitoring of various diseases, including cancer, cardiovascular
disease, and trauma. Therefore, improving CT image reconstruction methods is an important area of research
that contributes to the efficiency of diagnosis and treatment of patients. This paper analyzes the latest research
on mathematical modeling of computed tomography (CT) image reconstruction, which indicates significant
progress in the use of deep machine learning methods and other advanced algorithms. These studies emphasize
the importance of an interdisciplinary approach, combining mathematical modeling, machine learning, and
medical physics to improve CT reconstruction methods. This helps to improve the efficiency of diagnosis and
treatment of patients by providing more accurate and high-quality images with a lower radiation dose.

The paper deals with the problem of improving the quality of reconstruction of computed tomography
(CT) images using modern mathematical methods and various reconstruction algorithms. This allows to
significantly improve the image quality by gradually refining the reconstruction, which increases diagnostic
accuracy, reduces noise and artifacts. Methods for reconstruction and mathematical description were analyzed.
The analysis revealed that the most effective methods were iterative methods, such as maximum likelihood,
Veo, and algebraic reconstruction. Iterative methods are especially useful in complex cases where classical
methods cannot provide sufficient quality of reconstruction. Hybrid methods that combine the advantages of
classical and iterative methods and are adapted to specific low-dose patient scanning conditions have been
presented quite successfully.
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Formulation of the problem. Despite significant
progress in the use of mathematical methods for CT
image reconstruction, there are aspects that require
further improvement [1]. One of the factors is defects
such as noise and artifacts, which can significantly
affect the accuracy of diagnosis, radically distorting
the image and making it impossible for the human
eye to perceive the image correctly, so their reduction
is critical for reliable diagnosis of human pathologies.

Also, processing large amounts of data obtained
during CT scanning remains a challenge. Modern
deep learning methods require significant computing
resources, so it is necessary to develop more efficient
algorithms that will allow faster processing of this
data without losing quality.

There is also a problem with the interpretability of
deep learning models. Hybrid models that combine
traditional methods with deep learning techniques
should be improved to ensure their comprehensibility
and interpretability for medical professionals.

Current methods of CT image reconstruction do not
always provide an optimal balance between reducing
radiation dose and maintaining high quality of the
acquired CT image. Iterative methods, such as ISTA,
FISTA, ADMM and Primal-Dual algorithms, need to
be further developed to help more effectively address
dose reduction while maintaining image quality” [2].

Analysis of recent research and publications.
To date, considerable experience has been gained in
applying various mathematical methods to describe
the formation of CT images and reconstruction of
these images, the results of which are presented in the
works of domestic and foreign researchers.

The studies by Li, Meng [3] and Uthoff illustrate the
effectiveness of 3D CNNs in achieving high sensitivity
and specificity, providing accurate diagnostic results.
These achievements not only improve patient safety
but also demonstrate the potential of deep learning
to maintain diagnostic accuracy even with reduced
radiation doses.
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In [4], an algorithm for pre-processing images
obtained by CT of the OGC was created and
obtained based on the use of threshold methods of
image segmentation, morphological operations, and
histogram processing. Their study made it possible
to obtain the most informative and unencumbered
image for further analysis.

Researchers such as Park, Sungeun [5] and Higaki,
Toru have explored new methods, including deep
learning and cycleGAN algorithms, to address the
challenges in sparse-image CT reconstruction. These
methods effectively reconstruct images from limited
data, providing a potential solution to the problem.

The team of authors [6] proposed the FDK neural
network algorithm (NN-FDK), which is an algorithm
for reconstructing the geometry of computed
tomography (CT) with a circular cone beam (CCB)
with a machine learning component. The machine
learning component of the algorithm is designed
to learn a set of FDK filters and combine FDK
reconstructions performed using these filters. This
results in a computationally efficient reconstruction
algorithm, as it only needs to compute and combine
the FDK reconstructions for this learned filter set.
Due to the parameterization of the learned filters, the
NN-FDK network has a low number of parameters
and can be efficiently trained using the Levenberg-
Marquardt algorithm with an approximate quadratic
convergence rate.
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Fig. 1. CT image formation
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Researchers have proposed a deep inverse
encoder-decoder reconstruction (DEAR) network
for reconstructing 3D computed tomography images
from multiple views [7]. Compared to other two-
dimensional deep learning methods, the proposed
DEAR-3D network can utilize 3D information to
obtain promising reconstruction results.

In [8], a 3D deep convolutional neural network
(CNN) with multiscale prediction was used to detect
pulmonary nodules after the lungs were segmented in
a chest computed tomography scan using an integrated
method. Compared with 2D CNN, 3D CNN can
utilize richer spatial 3D contextual information and
generate more discriminative features after training
on 3D samples to fully represent lung nodules. In
addition, a multi-scale pulmonary nodule prediction
strategy, including multi-scale cube prediction
and cube clustering, is further proposed to detect
extremely small nodules.

The authors of the CGAN algorithm [9] use
auxiliary input conditions to create spectral CT
images, which increases the accuracy of ultra-high
resolution (SR) images. The EDLF algorithm is
proposed to take into account the edges in the created
SR CT images, which reduces the deformation of
the created image. Secure SR images created using
a deep learning method are used to perform 3D
reconstruction. We extended the 3D reconstruction
algorithm of ray casting, which reduces the number
of rays by selecting a suitable bounding box. This 3D
ray casting reconstruction algorithm reduces time and
memory consumption.

Purpose and task statement. The aim of the study
is to analyze and classify methods of mathematical
description of CT images and reconstruction
algorithms, which will improve existing methods
and algorithms while ensuring high reliability of the
obtained CT image while reducing the radiation dose
to the patient.

Presentation of the main research material.
Let’s consider the main stages of digital computed
tomography image processing. The process of
forming CT images includes several key processes,
each of which requires the use of special mathematical
methods.

First, you need to obtain data from a CT scanner
from different angles. During the scan, X-rays pass
through the patient’s body, and detectors record how
this radiation is absorbed by various organs and
tissues Fig. 1.

Next, analog signals are converted to digital
signals through the process of processing and
forming images by mathematical algorithms from
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raw data, which look like a synogram, where the
classical algorithm is filtered back projection (FBP)
[10]. Each stage plays an important role in creating
high-quality two-dimensional and three-dimensional
images Fig. 2.

Let’s consider the stages of classical CT image
reconstruction.

The forward radon transformation describes how
X-rays pass through an object, changing depending
on the position and angle of the beam. The inverse
radon transformation is used to restore the original
distribution of X-ray absorption inside an object. A
large number of projections are required for accurate
restoration, which in turn increases the radiation dose
to the patient.

The Fourier transform is used to analyze the
image in the frequency domain, which allows to
isolate periodic components. The forward and inverse
Fourier transform helps to reconstruct images from
projection data.

Wavelet filtering is used to highlight and enhance
different areas of an image, which reduces noise and
improves image quality. Wavelet filtering is based on
decomposing an image into different levels of detail.

Existing CT image reconstruction algorithms can
be divided into two main groups: algorithms based
on transformations and algorithms that use a series
expansion of a function.

The first group includes the convolutional
algorithm, which includes differentiation and
the Hilbert transform replaced by a convolution
operation. This algorithm is characterized by high
computational accuracy and low machine time, which
makes it widely used in medical imaging. But it can
be less effective for collimation up to 1 mm [11].

The second group includes algorithms based on
the Fourier transform:

They use the Fourier transform to analyze
and reconstruct images in the frequency domain.
These algorithms are characterized by high noise
immunity and computational speed. They are also
characterized by the loss of local information during
the transformation and a limited ability to work with
nonlinear artifacts.

In addition to analytical methods, there are
iterative reconstruction methods, such as the algebraic
reconstruction technique (ART) and the maximum
likelihood method (MLEM). These methods use an
initial image estimate and gradually improve it by
comparing it to measured values and adjusting until
consistency is achieved.

The algebraic reconstruction technique (ART) is
one of the first iterative methods that uses a series
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Fig. 2. Reconstruction of CT image
of the abdominal cavity

of projections to reconstruct the desired object [12].
This method involves solving a system of linear
equations, where each equation corresponds to one
projection. During the iteration process, the initial
image is constantly updated by comparing it with the
actual measured values and adjusting it according to
the weighted coefficients. This allows you to get a
more accurate and improved image, especially in the
presence of noise or a limited number of projections.

The maximum likelihood method (MLEM) is
another iterative approach that uses statistical models
to estimate the probability of the measurements
obtained [13]. This method is especially useful for
low-dose CT (LDCT), where the amount of data is
limited and the noise level is high. MLEM optimizes
the log-likelihood function by taking into account
penalty terms to reduce artifacts and improve image
quality. This method may require a large number
of iterations to achieve a stable result and requires
accurate statistical models to be effective.

Veo reconstruction (ASIR-V) is an advanced
technology with the advantage of reducing the
patient’s radiation dose.

Veo and ASIR-V (Adaptive Statistical [terative
Reconstruction-Veo) are iterative reconstruction
methods with regularization, which consists
of two parts: matching the measured data and
regularizing  (smoothing) the reconstructed
image. which is different from traditional back-
projection algorithms such as FBP. The ASIR-V
version uses a statistical reconstruction algorithm
and statistical models to estimate the probability
that a given image matches the measured data,
taking into account noise and artifacts. It is widely
used in medical institutions where radiation dose
reduction is required, for example, in children or
patients who need frequent examinations, reducing
radiation doses by 50-70 % compared to traditional
reconstruction methods, but may be less effective
for image types with disturbed scanning conditions.
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Fig. 3. Improving image quality with ASIR-V
reconstruction
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Fig. 4. The principle of HDR-CT image

Fig. 3 shows the difference in image quality
between classical FBP reconstruction and ASIR-V
in a l4-year-old patient weighing 48 kilograms,
who underwent a CT scan with a reduced dose of
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0.9 mSv, the purpose of the examination was to
detect pathology of the intestinal wall [14].

We will also consider a set of methods for
combined approaches to image reconstruction.

Hybrid methods are a combination of analytical and
iterative methods using machine learning. For example,
FBP is first applied for primary reconstruction, and then
DNNs are used to improve image quality [15]. Hybrid
methods allow taking advantage of both approaches
to achieve better results. The disadvantages are high
computational costs and the complexity of integrating
different methods into a single system.

Methods based on Vision Transformers are used to
reconstruct images without convolutional operations,
which allows processing large data sets with high
accuracy [16; 17]. However, it requires large
computational resources and complex setup, and still
requires additional research for optimization.

Statistical methods with likelihood estimation,
where maximization of the likelihood function with
additional penalty terms is used to reduce artifacts
and improve image quality in low-dose conditions.
Statistical methods allow for more reliable results in
conditions of limited data.

Data preprocessing methods involve the use of
data preprocessing to reduce noise and improve the
quality of projection data before reconstruction. This
includes normalization, filtering, and other methods
to improve the quality of the original data [18].

Another possible method of improving image
reconstruction is the use of high dynamic range
(HDR) technology.

This technology allows to obtain images with high
dynamic range, which ensures the display of details in
both light and dark areas of the image. In the context
of CT, this can be particularly useful in the process
and stages of image processing and manipulation.

HDR allows for better visibility of various
structures in the body, including soft tissues, bones,
and blood vessels, which can have different densities
and therefore reflect different signal levels, thus
improving contrast [19].

The use of HDR helps to minimize artifacts caused
by different exposure levels in different parts of the
image (Fig. 4).

For complex components, obtain multi-voltage
sequences from the same projection angle that respond
to different thicknesses. Then, use the fusion of HDR
and CT reconstruction to obtain complete information.

Higher dynamic range provides more detailed
images, which helps doctors diagnose diseases and
assess patient conditions more accurately. HDR
technologies can help reduce the radiation dose



InpopmaTuKa, 06uKCII0BAIbHA TEXHIKA Ta aBTOMAaTH3aLlis

(@) r N N\
— -
. E owpu |
Bright - N . !
3 . |
-l e '/ d/l el v -
=| oo [P T z = | oo [ oupu | =
— @
> /2
N : N2 N N
Dim N
3 =
N = » - gp——
= L-l D = Cutput =
. N4 N/ o
N
(b) conv conv2 conv3 (c)
4 32 64 Output
3 64 64 64 128 128 128 64 61 oupu Input
Input
il = B =) D B Al (| = conso ke ) . .
= max pooling 2x2
= deconv 2x2, Relu
= conv Ix]

Fig. 5. CNN hierarchical synthesis architecture

required to produce high-quality images by optimizing  mathematical algorithms and powerful computing
the use of existing data and improving image quality  resources to produce high-quality images. Advances
without additional patient exposure. in computing and reconstruction algorithms

Let’s consider existing methods for improving continue to improve the capabilities of CT, making
the mathematical analysis of computed tomography it an indispensable tool in medical diagnostics and
images using machine learning. research.

Deep neural networks (DNNs) are used to improve Modern techniques such as iterative approaches,
image quality by reducing noise and artifacts. For machine learning, and combined techniques
example, UNet and GAN (Generative Adversarial significantly increase resolution and signal-to-noise
Networks) are used to eliminate noise in low-dose CT  ratio (SNR), providing high-quality images with less

(LDCT) images [20]. radiation dose. The use of HDR imaging adds additional
Convolutional neural networks (CNNs) are suitable ~ value by improving contrast and image detail.
for image translation tasks, including reconstruction The quality of CT images is crucial foraradiologist.

of low-dose images and contrast enhancement [21]. High image quality allows for accurate identification
CNNs can automatically detect important features of of anatomical details and pathological changes,
images, which improves the quality of reconstruction  which is critical for correct diagnosis. The accuracy
and diagnosis Fig. 5. (a) Proposed general network of diagnosis, in turn, directly affects the effectiveness
architecture of hierarchical synthesis CNN (HSCNN).  and correctness of the prescribed treatment. Improved
Bright and dim bands are obtained by filtering pixels image reconstruction methods help to reduce the
above and below the average intensity, respectively. number of misdiagnoses and improve treatment
The spatial spectral bands L, M, and S are obtained outcomes, which is extremely important for patients.
using low-pass filters at different resolution scales. The Thus, further development of mathematical
detailed design of the feature fusion network is shown methods and algorithms for computed tomography
for the first stage (b) and for the second stage (c) [22].  is necessary to provide high-quality images that

Conclusions. Computed tomography as an will help doctors in accurate diagnosis and effective
imaging method is heavily dependent on complex treatment of patients.
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Cepmiok O.B., Creasmax H.B. OIVISIJT TA AHAJII3 METO/IIB PEKOHCTPYKIIII
TA MATEMATHUYHOTI'O OITUCY KT 306PA’KEHb

Komn tomepna momoepagis € 0OHUM 3 OCHOBHUX IHCMPYMEHMIE Y MeOuuHil diacHoCmuyi, Wo 0036015€
ompumyeamu 0emaibHi 300PaANCEHHs GHYMPIWHIX CMPYKmMYp miaa. 3a80sKu coiil 30amuocmi 8i3yanizyeamu
opeanu, MKAHUHU I KICMKU 3 8UCOKOIO po30inbHoto 30amuicmio, KT eidiepac kpumuuny poib y 6UGIEeHHI
ma MOHIMOPUHZY DI3HUX 3AX60PIO8AHb, BKIIOUAIOYU PAK, cepyeso-cyOuHHi xeopobu ma mpasmu. Tomy
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B00CKOHALEHHS Memo0ig pekoncmpykyii 300pasicens y KT € saxciugum Hanpsamkom HayKosux 00Cai0NCeHb, Ujo
CHpusie NiOBUWEHHIO e(DeKMUBHOCMI OIAZHOCMUKY MA IIKY8aHHA nayichmis. B pobomi npoananizoeano ocmarHi
00CNIONCEHH 3 MAMEMAMUYHO20 MOOENI08AHHS PEeKOHCMPYKYii 300padicensb Komn romepnoi momozpaii
(KT), wo exazyiomv Ha 3HAYHUIL NPOSPEC Y GUKOPUCMAHHI MemOoOi8 2IUO0K020 MAWUHHO20 HABYAHHA MA
IHWUX B0OCKOHANEHUX aneopummie. Lli 0ocniodcenns nioKpecaionms 8anNCIUGICMb iHMEPOUCYUNTTHAPHOZO
nioxo0dy, NOEOHYI0UU MAMEMAMUYHE MOOETIOBANHS, MAUWUHHE HAGUAHHS MA MEOUUHY Qi3UKY 0151 HOKPAUEeHHS.
memodig KT-pexoncmpykyii. Lle cnpuse nioguwyennio epekmusHocmi diacHoCmuKy ma JiKy8auHs nayicHmis,
3abe3neuyiouu Oilb MOYHI MA SAKICHI 300PANCEHHS 3 MEHULOIO 003010 ONPOMIHEHHS.

Y pobomi pozenadaemuvca npobnemamuxa nokpawjents AKOCmi peKoHCMpYKyii 300pasicenb Komn 1omepHoi
momoepaii (KT) 3a 0onomozorw cyuacHux mMamemamuyHux mMemoois i pisHUX aicopummié PeKOHCMpPYKYil.
e 0o3s0n5€ 3HaYHO NOKpawumu AKicms 300paANCEHHs 34 PAXYHOK NOCTHYNOB020 YIMOUHEHHS PEKOHCMPYKYII,
wWo 003805€ NIOBUWUMU 0IAHOCIMUYHY MOYHICTNY, 3MEHWUmMY wiym ma apmeghaxmu. byno npoananizogaro
Memoou 01 PEKOHCMPYKYTT ma MamemamuiHo20 Onucy.

B pesynemami ananizy 6yno eusnaueno, wo HauOiIbuwi eghexmudHo 3aCmoCy8aHHs HaOYIU imepamueHi
Memo0ie, maKi ik Memoo MakCUMAaibHOi npagdonodionocmi, Veo, ma aneebpaiuna pexoncmpyxyis. Imepamueni
MemoOu 0COONUBO KOPUCHT Y CKAAOHUX BUNAOKAX, KOU KIACUYHT MemOoOU He MOJCYMb 3abe3nedumu 00CMamHo
AKicmb pekoncmpyKyii. Jlocums ycniuHo npedcmagieti 2i0puoHi Mmemoou, wo nOEOHYIOMb nepesazu KiaCU4HUX
ma imepamueHuUx Memoois Ki a0anmosai 00 CneyupiuHuUx HU3bKOO0308UX YMO8 CKAHYBAHHS NAYIEHMA.

Knrouosi cnosa: KT 300pascenns, mamemamuunui onuc KT 306pasicenus, yugposa obpooka KT
300padicenb, NOKpawerts 00CMOGIPHOCMI iHmMepnpemayii, peKOHCMPYKYIs, A8mMoMamu3ayisi po3nizHA8aAHHs.
KT 306pasicens.
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